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Abstract
Objectives: To explore the sources of variability in evalua-
tor ratings among third year medical students in the Inter-
nal Medicine clinical rotation. Also, to examine systematic 
effects and variability introduced by differences in the 
various student, evaluator, and evaluation settings. 
Methods: A multilevel model was used to estimate the 
amount of between-student, between-rater and rater-
student interaction variability present in the students’ 
clinical evaluations in a third year internal medicine clinical 
rotation. Within this model, linear regression analysis was 
used to estimate the effect of variables on the students’ 
numerical evaluation scores and the reliability of those 
scores. 
Results: A total of 2,747 evaluation surveys were collected 
from 389 evaluators on 373 students over 4.5 years. All 
surveys used a nine-point grading scale, and therefore all 
results are reported on this scale. The calculated between-

rater, between-student and rater-student interaction vari-
ance components were 0.50, 0.27 and 0.62, respectively.  
African American/Black students had lower scores than 
Caucasian students by 0.58 points (t=-3.28; P=0.001). No 
gender effects were noted. 
Conclusions: These between-rater and between-student 
variance components imply that the evaluator plays a larger 
role in the students’ scores than the students themselves.  
The residual rater-student interaction variance was larger 
and did not change by accounting for the measured demo-
graphic variables. This implies there is significant variability 
in each rater-student interaction that remains unexplained. 
This could contribute to unreliability in the system, requir-
ing that students receive between 8 and 17 clinical evalua-
tions to achieve 80% reliability.   
Keywords: Medical student evaluations, reliability, variabil-
ity, race/ethnicity, clinical rotations

 

 

Introduction 
Medical students are subjected to a variety of tests designed 
to assess their knowledge and performance.1 In their clinical 
years, medical students’ final grades in their rotations are 
often calculated using standardized surveys.1,2 These surveys 
typically rate students on various competencies using a 
Likert or semantic differential scale, which is completed by 
faculty and residents.1,2   

While there has been a move towards more standard-
ized ways of evaluating students, these clinical evaluations 
are still largely based on non-standardized subjective 
interactions.2 As each student is only exposed to a small 

subset of all possible raters, differences in raters’ grading 
could introduce variability into the measurement of a 
student’s performance and thus make the measurement less 
reliable. Additionally, specific attributes of the student, 
evaluator, or environment in which the interaction took 
place might affect the student’s scores by introducing 
systematic differences into the measurement, further 
decreasing the reliability of the system. While previous 
research has studied the relationships between various 
demographic data of those being evaluated and their 
numerical scores1,3-11 as well as the reliability of clinical 
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evaluations,4 few have investigated the effect these have on 
the system’s overall reliability or further explored the 
specific sources of the variation.  Additionally, many studies 
on this topic examined evaluations of residents by faculty.  
However, medical students typically have different roles on 
the team than residents, and the students are also being 
evaluated by residents, who are less experienced than 
faculty. For this reason, the body of research examining 
evaluations of residents cannot be assumed to be general-
izable to medical students.12-16  One previous study evaluat-
ing these effects did not attempt to resolve out the sources 
of the variability in the system and was possibly limited by 
the choice of statistical model.4  Other studies examining for 
systematic error introduced by demographic data often 
yielded conflicting results,3,4,6-8,17,18 or were using more 
objective structured clinical encounters, or OSCEs.3,17,19  
There is also limited research on the effects of student age, 
rater gender, or the rater-student gender interaction on 
clinical evaluation scores. These variables in particular are 
of increasing importance as the gender and ethnic diversity 
of medical school classes continues to increase.20   

Given the widespread use of these subjective evaluation 
surveys in calculating students’ grades, the importance these 
evaluations play in students’ prospects for advancement, 
and the above limitations in previous works in this area, our 
study was designed to take an in-depth look at the sources 
of variability within the evaluation system using a more 
comprehensive array of possible predictors. We hypothe-
sized that we would find a significant amount of between-
rater variability and variability introduced by the rater-
student interaction. Additionally, we suspected that control-
ling for the various student, rater and setting characteristics 
would diminish the observed rater-student interaction 
variance component and account for a significant amount 
of the observed variability in the system. 

Methods 

Study design 
We conducted a cross-sectional observational study using 
performance evaluations of third year medical students at 
the University of California, Davis School of Medicine in 
Sacramento, California, USA, collected from January 2005 - 
April 2009 using the online E-Value system. The UC Davis 
Institutional Review Board deemed this study exempt from 
review due to our use of pre-existing de-identified data and 
study of normal educational practices and approved the 
design under protocol number 200917414-1. 

Participants 
All third year medical students completing their required 
rotation in Internal Medicine during the above time frame, 
as well as all residents and faculty completing their evalua-
tion of the students, were included in analysis. Clinical 
evaluations were completed by faculty and residents. First 
year residents do not receive any formal evaluation training, 

and second year residents receive a 30 minute overview of 
the evaluation survey form and process at the beginning of 
their second year of residency. Faculty do not have regular 
evaluation training.  Students completed the rotation in one 
of six eight-week rotation slots throughout the year, which 
was split into two consecutive four-week blocks. Each block 
was completed at one of four training sites, including a 
university hospital (University of California Davis Medical 
Center), a community hospital (North Kaiser Permanente), 
a veteran hospital (Mather VA) and a military hospital 
(David Geffen Hospital). Assessments were based on 
performance during clinical rounds and while carrying out 
clinical duties. Only students who completed the course 
during their third year of medical school were included in 
the study. Also, in the rare instance that a rater evaluated a 
student more than once, e.g. in different training sites, only 
the first of such clinical evaluations was included so as to 
eliminate any effects from repeated observations. 

Instrument 
Evaluations were submitted using the online E-value 
system, which is a web-based scoring and tracking platform.  
For each student, evaluation surveys were automatically 
sent by the school via email to faculty and second and third 
year residents, with first year residents only receiving an 
evaluation form at the request of the student. On the 
surveys, students were scored on 12 competencies, e.g. 
"fund of knowledge", "physical exam", "organization”, 
"professionalism," etc.  Each competency was graded on a 
scale of one to nine with examples for what behaviors would 
constitute a "1-3" (unsatisfactory), "4-6" (satisfactory), or  
"7-9" (superior) under each competency. Using the online 
system, no incomplete evaluations can be submitted, and 
<1% of respondents used the “insufficient contact to judge” 
answer for any competency. 

Data collection 
All data were downloaded from the online E-Value system 
archive. Setting characteristics such as training site, rotation 
number, and block number, as well as unique rater and 
student identifiers were embedded in the acquired data set.  
All data and demographic information were de-identified 
and coded by UC Davis research assistants prior to release 
for analysis. Rater demographic information was obtained 
using public record and student demographic information 
was self-reported on their medical school entry question-
naires.  The breakdown of student and rater demographic 
information is included in Table 1. 

Data analysis  
All separate competency scores for each student were 
included as outcomes in the analyses, rather than compu-
ting a mean score across competencies. The initial goal of 
statistical analysis was to assess whether there were any 
systematic differences, or “fixed effects,” in evaluation 
scores introduced by known characteristics of the rater 
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(rank/training level, gender), setting (competency, training 
site), and student (age group, gender, race/ethnicity, aca-
demic year), as well as rater-student gender match or 
difference. All of these characteristics were included as 
predictors in the final model. The second goal was to assess 
the amount of unexplained variability, or “random effects,” 
present in the system among how students are graded, how 
raters grade and the variation within a single student’s 
scores from different raters. This was accomplished by 
estimating the components of variance between students, 
between raters and within student after accounting for all of 
the above calculated fixed effects.  

Table 1. Demographic characteristics of the 389 raters and 373 
medical students (N=762) 

Variable Number % 

Rater characteristics   

     Rater level of training    

            Residents, year 1 57 15 

            Residents, year 2 109 28 

            Residents, year 3 32 8 

            Faculty 191 49 

      Rater gender (number and % male) 214 55 

Student characteristics   

      Student gender (number and % male) 164 44 

      Student ethnicity    

            African-American/Black 11 3 

            Hispanic 31 8 

            Chinese-American 58 16 

            Other Asian 90 24 

            White/Caucasian 176 47 

            Other 7 2 

      Student age group    

            Up to 25 105 28 

            26-30 192 52 

            31-35 58 15 

            36-40 15 4 

            Over 40 3 1 

Previous studies have focused on the second question, using 
generalizability theory,4 which typically uses random effects 
models to estimate variance components but does not 
incorporate fixed effects or hypothesis testing.21 We used 
hierarchical mixed linear models to allow us to address 
questions both about potential systematic differences in 
ratings (fixed effects, such as gender) and unexplained 
variation (random effects for rater, student, and their 
interaction).21-23 We used a likelihood-based estimation 
approach (REML) to allow for the unbalanced data setting 
(unequal numbers of ratings, and not all students seen by all 
raters), and to provide variance estimates and standard 
error estimates, under the assumptions of normality and 
homoscedasticity of the residuals from the model, with 
residuals using the profile approach. Model assumptions 
were checked graphically and descriptively using residuals. 
Variance components were used to estimate the proportion 
of the total variation (sum of student, rater, and within-

student between-rater components) attributable to differ-
ences across students. A modified Spearman-Brown ap-
proach was used to calculate the number of ratings to 
achieve 80% reliability.  

Multilevel models were first utilized to examine subsets 
of the rater, student and setting characteristics individually 
as fixed effects while treating between-rater, between-
student, and rater-student interaction variability as random 
components. Following this, more complex models were 
constructed leading to final models that accounted for all 
hypothesized fixed and random components. All hypothesis 
tests were two-sided at level 0.05, and statistical analysis was 
carried out by author ZS using SAS software, Version 9.3 
(SAS Institute, Cary, NC). Variance components reported 
are assumed to be uniform across student and rater sub-
groups (homoscedasticity). 

Results 
A total of 2,747 performance evaluations were collected on 
373 students after being evaluated by 389 raters, including 
198 residents and 191 faculty (Table 1). Each student 
received an average of 7 clinical evaluations (range 1 to 16) 
with 90% of students receiving between 5 and 10 clinical 
evaluations. Raters submitted between 1 and 68 evaluations 
over the study period with 50% of all raters submitting only 
3 or less. 

Results are organized below by systematic and random 
effects.  Table 2 shows the effects of the characteristics of the 
rater and student as well as academic year on numerical 
scores as well as the associated p values and t statistics.  
Table 3 shows the estimated effects of the setting in which 
the student was rated and the associated p values and t 
statistics.  All effects reported are adjusted for all other rater, 
student and setting characteristics including competency 
and are reported relative to a 9-point scale.  In all cases, the 
largest sub-group was chosen as the reference. Residual 
analysis showed adequate fit to the random effects assumed 
in developing the multilevel model.  

Systematic effects 
Scores varied significantly by training level of the rater.  
Compared to faculty, first year residents scored significantly 
higher (0.25 points; 95% CI 0.17-0.33; t=6.45; P<0.001), as 
did second year residents (0.12 points; 95% CI 0.06-0.18; 
t=3.53; P<0.001) and third year residents (0.20 points; 95% 
CI 0.12-0.28; t=5.37; P<0.001). Neither rater gender, nor 
student gender, nor rater-student gender differences were 
associated with significant differences in mean score. Scores 
varied significantly by student racial/ethnic group.  
Compared to White/Caucasian students, African-American 
/Black students scored 0.58 points lower (95% CI 0.23-0.93 
points lower; t=-3.28; P= 0.001) and Chinese-
American/Chinese students scored 0.24 points lower on 
average (95% CI 0.11-0.41 points; t=-2.81; P=0.005). A 
trend was noted for Hispanic students to score about 0.2 
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points lower, on average, but did not reach statistical 
significance. Scores decreased with increasing age of the 
student. Compared to the 26-30 age group, younger stu-
dents (up to 25) scored 0.22 points higher (95% CI 0.09-
0.35; t=3.31; P=0.0009), students aged 31-35 scored 0.24 
points lower (95% CI 0.08-0.40; t=-2.89; P=0.004) and 
students aged 36-40 scored 0.34 points lower (95% CI 0.04-
0.64; t=-2.19; P=0.03). Of the training sites, compared to the 
university hospital, only scores obtained at the community 
hospital differed significantly, with students scoring 0.12 
points lower (95% CI 0.08-0.16; t=-6.18; P<0.001).  Rotation 
number also affected scores, with students in Rotation 1 
scoring 0.27 points lower than those in Rotations 4 and 6 
(95% CI 0.10-0.44;t=-3.15; P=0.002). 

Table 2. Estimated effects of rater and student characteristics on 
student score in mixed effects linear model including all rater, 
student, and setting predictors (N=762) 

Variable 

Esti-
mated 
effect 
size* 

Standard 
error of 
effect 
size 

t 
value 

P  
value 

Rater Characteristics     

Rater level of training (overall F)    <0.001 

     Residents, year 1 0.25 0.04 6.45 <0.001 

     Residents, year 2 0.12 0.03 3.53 <0.001 

     Residents, year 3 0.20 0.04 5.37 <0.001 

     Faculty -- -- -- REF 

Rater gender (male compared to    
female) 

0.04 0.07 0.55 0.59 

Student characteristics     

     Student gender (male compared to 
female) 

-0.09 0.06 -1.66 0.10 

     Student ethnicity (overall F test)    0.01 

          African American/Black -0.58 0.18 -3.28 0.001 

          Hispanic -0.19 0.10 -1.84 0.07 

          Chinese-American -0.24 0.08 -2.81 0.005 

          Other Asian -0.06 0.07 -0.85 0.59 

          White/Caucasian -- -- -- REF 

          Other 0.11 0.19 0.54 0.58 

Student age group (overall F test)    <0.001 

           Up to 25 0.22 0.07 3.31 0.0009 

           26-30 -- -- -- REF 

           31-35 -0.24 0.08 -2.89 0.004 

           36-40 -0.34 0.15 -2.19 0.03 

          Over 40 -0.53 0.31 -1.68 0.09 

Academic year (overall F test)    <0.001 

          2004-2005 0.13 0.13 1.08 0.28 

          2005-2006 0.21 0.08 2.47 0.01 

          2006-2007 0.395 0.08 4.95 <0.001 

          2007-2008 0.42 0.08 5.18 <0.001 

          2008-2009 -- -- -- REF 
*Estimated differences from mean rating for the reference group for that predictor, after 
adjusting for other variables and for unequal sample sizes.  

Random effects 
The multilevel model was fitted using a hierarchical  
variance structure to more accurately estimate the variation 

between raters, between students, and in the rater-student 
interaction across multiple evaluations.  

Table 3. Estimated effects of setting characteristics on student 
score after adjusting for rater and student characteristics 
(N=762) 

Variable 
Estimated 

effect 
size* 

Standard 
error of 
effect 
size 

t value P value 

Setting characteristics     

      Training site (overall F test)    <0.001 

            University hospital  
            (UCDMC) 

-- -- -- REF 

            Community hospital  
            (North Kaiser) 

-0.12 0.02 -6.18 <0.001 

            Veteran hospital  
            (Mather VA) 

-0.02 0.02 -0.84 0.34 

            Military hospital  
            (Travis AFB) 

0.16 0.14 1.18 0.24 

      Rotation (overall F)    0.02 

            Rotation 1 -0.27 0.09 -3.15 0.002 

            Rotation 2 -0.12 0.10 -1.23 0.21 

            Rotation 3 -0.16 0.08 -1.94 0.05 

            Rotation 4 -0.01 0.08 -0.10 0.92 

            Rotation 5 -0.15 0.09 -1.74 0.08 

            Rotation 6 -- -- -- REF 

      Block (second compared to 
first) 

0.06 0.01 -5.38 <0.001 

*Estimated differences from mean rating for the reference group for that predictor, after 
adjusting for other variables and for unequal sample sizes.  

These findings are summarized in Table 4 along with 
associated p values, which were calculated using a maxi-
mum likelihood approach.  These estimates were remarka-
bly consistent across simple and more complex models, i.e. 
when considering demographic and setting characteristics 
individually and combined. We estimated that the between-
rater variance component, the estimated variance corre-
sponding to how differently raters grade from one another 
on average across a nine-point scale, was 0.50 (95% CI 0.46-
0.54; z=13.05; P<0.001).The between-student variance 
component, a measure of how differently students score 
from one another, was 0.27 (95% CI 0.23-0.31; z=12.47; 
P<0.001). After controlling for both the between-rater and 
between-student variance components, the additional rater-
student interaction variance component was estimated at 
0.62 (95% CI 0.61-0.63; z=123.74; P<0.001). Based on these 
variance estimates, the reliability of a single rating of a 
student, by one rater, in one interaction, was estimated to be 
19%. In order to achieve 80% reliability, which is the 
reliability cutoff used in previous studies,4 a student would 
need to obtain 8-17 clinical evaluations, depending on how 
much of the rater-student interaction variance is due to true 
differences in a student’s performance versus factors 
introduced by the rater or limitations in the system.  In our 
sample set, only 39% of students received eight or more 
evaluations.   
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Table 4.Variance components between raters, between  
students, and within students not explained by known character-
istics of the rater, student or setting (N=762) 

Source of variation 
Estimated 
variance 

component 

Standard 
error z value P 

values* 

Between students 0.273 0.022 12.47 <0.001 

Between raters 0.499 0.038 13.05 <0.001 

Within students 0.620 0.005 123.74 <0.001 
*P values based on mixed model estimates using normal approximations for variance 
components.  

Discussion 
Our study was designed to estimate the sources of variabil-
ity in the medical student evaluation process and to identify 
characteristics of the rater, student and interaction setting 
that affect the overall reliability. Better understanding of 
these relationships could have a significant impact on the 
evaluation process as similar processes are used at medical 
schools around the world to determine students’ final 
grades in rotations, which in turn greatly affects their 
prospects for residency. Below is a discussion of our find-
ings for both the systematic and random effects. 

Systematic effects 
We found that multiple characteristics of the student, rater, 
and setting have a systematic effect on the students’ numer-
ical scores. While most such variables contribute little, 
certain characteristics, such as ethnicity, were found to 
contribute more. This was in contrast to one previous study, 
which showed no significant difference between “minority” 
and “majority” students in performance evaluations,3 yet 
agreed with other studies that showed being “non-white” or 
African-American was an independent risk factor for lower 
evaluation scores in the clinical years.8, 11   

The fact that older students scored lower agrees with 
one previous study.6   However, that study used an academic 
performance scale that was based on licensing exam scores, 
and was therefore not as relevant to our study’s purpose.  
While there is no previous literature on the role of the 
rater’s gender on performance evaluations, there is a general 
consensus in the literature that female medical students 
score higher than male medical students in their clinical 
rotations.6,17 However, no correlation was noted in this 
study, either when looking at rater and student gender alone 
or at rater-by-student gender interactions.   

The difference in grading among first, second, and third 
year residents and faculty is well documented and the 
finding of this study that residents, in general, grade more 
leniently than faculty agrees with the majority of the litera-
ture7,18 except for one previous study.4 First year residents 
were selected by the students, potentially introducing a 
selection bias.  Nevertheless, these data were still included in 
the analysis since, like all of the data subsets, they were 
considered separately as well as combined when estimating 
systematic effects. Also, while our finding that rotation 
order and training site have an effect on evaluation scores is 

in contrast to previous studies,9,24 the effect was very  
modest.   

Random effects 
While the between-student variability was found to be 
relatively small (0.27), the between-rater variability was 
estimated to be almost twice as large (0.50), which implies 
that the evaluator plays a larger role in the students’ numer-
ical scores than the students.  In addition, there was a very 
large amount of variability within an individual student’s 
evaluations, i.e. the rater-student interaction variability 
(0.62) – much more than could be accounted for by the 
between-rater variability on its own. Building models of 
varying complexity using different student-level, rater-level 
and setting-level characteristics did not appreciably de-
crease this variation and, in fact, it remained very stable 
across multiple model iterations. 

The rater-student interaction variance component must 
arise from a combination of three sources in any given 
rater-student pair: rater factor (e.g. similarities or differ-
ences in style between the student and rater that may 
change perceptions of performance), system factor (e.g. 
internal inconsistencies within the rating process itself), or 
student factor (e.g. real differences in a student's perfor-
mance across different interactions). If we assume that this 
entire variance component is from student factors, than it 
would not contribute to the unreliability in the system, and 
the number or evaluations needed to achieve 80% reliability 
would be 8, using the Spearman-Brown calculation. How-
ever, if the opposite were true, and this entire variance 
component arises from only rater and system factors, it 
would contribute to unreliability in the system, requiring 17 
evaluations to achieve reliability. While this study cannot 
better resolve the source of the rater-student variance 
component, we were able to estimate that the current 
evaluation system requires between 8 and 17 clinical evalua-
tions from distinct raters in order to attain 80% reliability.  
This finding agrees well with one previous article looking at 
evaluation reproducibility that found a student needs 
between 7 and 27 clinical evaluations to achieve 80% 
reliability depending on the competency measured.4 

Study limitations and strengths 
Our study has several limitations. This study examined only 
one clinical rotation, at one university, which could limit its 
generalizability. All evaluations were done via the internet, 
which could introduce a selection bias in responses re-
ceived. We were also unable to examine the percentage of 
evaluations completed since evaluations can be erroneously 
sent to raters who have not observed the student and these 
evaluations are, presumably, ignored for that reason.  
Additionally, an attempt was made to examine the amount 
of time spent between rater and student; however, the scales 
used to classify the extent of the interaction were changed 
during the study period and the two groups were not found 
to be internally consistent, so analysis was not included.   
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However, our study had several strengths. Few prior studies 
have specifically attempted to examine both the sources of 
variability in medical student evaluations and the effect of 
rater and student demographic data on this variability, 
making our study distinctive. For our analysis we used a 
multilevel model for our calculations, which is an ideal 
model for examining data sets with multiple sources of 
variation21,22 and which made our model and calculations 
very robust. The fact that the variance calculations were 
extraordinarily stable under multiple model manipulations 
gave us great confidence in our results. In addition, we were 
able to examine a wide array of variables at once, making 
our composite analysis stronger.   

Conclusions  
This study set out to determine the sources of variability in 
medical student evaluations on their clinical rotations.  
While we were able to estimate that there is more variability 
between raters than between the students, the sources of the 
rater-student interaction variability remain more elusive.  
Attempts to account for this residual variability by control-
ling for all of the student, rater and setting characteristics 
individually and together failed to reduce the rater-student 
interaction variance component, implying that other 
unmeasured factors must account for this variability. As a 
more precise estimate of the number of evaluations needed 
to achieve reliability of the system depends on elucidating 
the source of this residual variability, future research should 
focus on the rater-student interaction in particular to study 
this phenomenon in more depth.  Also, in order to achieve 
80% reliability, students will need to obtain more evalua-
tions than the current average number of evaluations 
obtained. Schools could potentially increase the number of 
returned evaluations by linking number of evaluations 
returned to resident educational credit or faculty promo-
tions. One way to possibly improve reliability without 
increasing the number of evaluations would be to have 
more direct and consistent observation by the evaluators,2, 25 
as many evaluators only see their students in a limited 
number of situations.  Another possible method would be to 
increase efforts at faculty development aimed at standardiz-
ing scoring across raters. One previous study found no 
significant effect on rater reliability from attending an 
intensive workshop on evaluations of residents.26  Therefore, 
more research is needed in this area, possibly with the use of 
standardized students.  

We could not account for the observation that African-
American, Chinese, and older students scored significantly 
lower than their Caucasian and younger counterparts 
respectively. This study, unfortunately, cannot determine 
whether this was due to unconscious biases on the part of 
the raters, true deficiencies in the students’ performances or 
other factors. Also, while the small number of African-
American students in the study (n=11) make this finding 
suspect, the result is congruent with prior studies8,11 and 

highlights a need for further study in this area. Additionally, 
future research should examine a broader range of rota-
tions, as most research in this area has focused only on the 
internal medicine clinical rotation.   

As discussed by Kassebaum in Academic Medicine in 
1999,2 the medical education system currently relies heavily 
on subjective encounters to grade its students, despite 
mounting evidence of its unreliability. This study, as well as 
others, highlights the need for more widely-used objective 
alternatives. 
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