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Abstract

Objective: This study aimed to review and synthesize the 
current research and state of augmented reality (AR), mixed 
reality (MR) and the applications developed for healthcare 
education beyond surgery. 

Methods: An integrative review was conducted on all rele-
vant material, drawing on different data sources, including 
the databases of PubMed, PsycINFO, and ERIC from January 
2013 till September 2018. Inductive content analysis and 
qualitative synthesis were performed. Additionally, the qual-
ity of the studies was assessed with different structured tools. 

Results: Twenty-six studies were included. Studies based on 
both AR and MR involved established applications in 27% of 
all cases (n=6), the rest being prototypes. The most fre-
quently studied subjects were related to anatomy and  
anesthesia (n=13). All studies showed several healthcare  
educational benefits of AR and MR, significantly 

outperforming traditional learning approaches in 11 studies 
examining various outcomes. Studies had a low-to-medium 
quality overall with a MERSQI mean of 12.26 (SD=2.63), 
while the single qualitative study had high quality.     
Conclusion: This review suggests the progress of learning 
approaches based on AR and MR for various medical sub-
jects while moving the research base away from feasibility 
studies on prototypes. Yet, lacking validity of study conclu-
sions, heterogeneity of research designs and widely varied re-
porting challenges transferability of the findings in the stud-
ies included in the review. Future studies should examine 
suitable research designs and instructional objectives achiev-
able by AR and MR-based applications to strengthen the ev-
idence base, making it relevant for medical educators and in-
stitutions to apply the technologies. 
Keywords: Augmented reality, mixed reality, healthcare ed-
ucation, medicine, integrative review

 

 

Introduction 
The integration of digital strategies has brought healthcare 
education to a paradigm shift, now reflected in many educa-
tional curricula.1 Modern teaching curricula aim to educate 
trainees efficiently in safe environments to establish transfer-
ability into the clinical context. Augmented reality (AR) and 
mixed reality (MR) have long been expected to be disruptive 
technologies, with potential uses in medical education, train-
ing, surgical planning and to guide complex procedures.2 
While virtual reality (VR) has mainly led the way for the im-
plementation of the display technologies, it is criticized for 
several limitations.3,4 The term display technologies will 

hereafter be used to refer to AR and MR although it in  
principle also covers VR. The latter, however, is beyond the 
scope of this review.  

AR describes display-based systems that combine real 
and virtual imagery, which are interactive in real-time and 
register the real-world environment to be augmented by  
virtual imagery.5  The visual display technology augments the 
physical environment by especially two principal manifesta-
tions: See-through (transparent) head-mounted display and 
non-immersive monitor-based video (window on the world). 
6 AR systems are based on the combination of the physical 
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and the virtual environment. On the contrary, in VR systems 
the participant is totally immersed in a completely virtual 
one.  

MR is defined as the merging of real and virtual worlds 
and can be seen as a larger class of technologies covering the 
display environment of AR and augmented virtuality (AV).7 
Where virtual information augments the real view in AR, 
real-world information augments the virtual scene in AV. 
The external inputs providing real-world context are also 
seen in VR but were classified as MR in this review. The term 
of MR was included to embrace new technology labeled as 
MR, that tries to define a clear distinction between AR and 
MR, even if there is none.8  

The abilities to provide situated and authentic experience 
connected with the real environment, enhance interaction 
between the physical and virtual content, while preserving a 
feeling of presence explains the growing expectations that AR 
and MR may be suitable for healthcare education in various 
contexts.9 

Concerning healthcare education, the process of teach-
ing, learning and training with an ongoing integration of 
knowledge, experience, skills and responsibility qualifies an 
individual to practice medicine.10 Looking into medical edu-
cation, several authors request to eliminate outdated, ineffi-
cient, and passive learning approaches and start to embrace 
these newer methodologies of learning.11 Surgeons have his-
torically always been quick to adapt to new technology devel-
oping new treatment and learning methodologies, while phy-
sicians were rather more tardy.12 Today most studies on 
display technologies stem from surgery. In an integrative re-
view on AR in healthcare education from 2014, surgical stud-
ies accounted for 64% (n=16) of the studies included.13 A  
recent systematic review on AR for the surgeon clarifies the 
current lack of systematic reviews for physicians and ulti-
mately educators within the field of medicine.14 Many intern-
ists and other medical specialists do no longer diagnose and 
treat illnesses using only their knowledge of pathophysiology 
and pharmacology.15  Today, many physicians have taken up 
procedures and surgical treatment initiatives by operation or 
manipulation defined as the use of hands to produce the de-
sired movement or therapeutic effect in part of the body.16 
Nevertheless, medicine consists essentially of non-surgical 
treatment, procedures and other approaches of diagnostics 
and prevention of disease that need to be taught, learned and 
trained with an ongoing evaluation of adaptations. AR and 
MR may effectively help medical educators achieve such in-
structional objectives for medical education as it is being 
used for surgical training.  

According to the review by Zhu and colleagues, publica-
tions in the field of AR increased significantly in 2008.13 Now, 
ten years after that publication outbreak, a new review is war-
ranted. To the best of our knowledge, current reviews on AR 
and MR have not specifically studied applications for medi-
cal subjects in healthcare education. Most papers predomi-
nantly include surgical studies and only a few focused on AR 

in either otolaryngology or medical training.1,3,4,9,13,17 Cur-
rently, no adequate reviews are available that uncover the ed-
ucational profile of both AR and MR-based applications 
across different medical specialties, subjects and target 
groups.  

Our aim of this integrative review was to investigate the 
current research and state of AR and MR-based applications 
for healthcare education beyond surgery, providing an over-
view of the findings, strengths and weaknesses of the re-
ported studies.  

Methods 
We chose to conduct an integrative review, given that previ-
ous reviews showed only a few studies relevant for the cur-
rent scope.3,4,13,17 This is thought to be the broadest type of re-
view as it allows the inclusion of various research designs and 
information sources.18 The method also integrates a process 
of quality assessment of the studies included that may qualify 
the integrative review for recommending practice and an-
swering complex search questions.19,20 The digital databases 
of PubMed, PsycINFO and ERIC were searched. The journal 
of Medical Teacher was hand-searched. Ted Talks and pod-
casts on the iTunes Podcast app were included, acknowledg-
ing the increasing importance of “new media”.21,22 Studies 
published between January 2013 and September 2018 were 
included. Relevant word groups, combinations and open-
ended terms used for the search were: “Augmented reality 
OR mixed reality” AND “medicine OR medical OR 
healthcare” AND “educat* OR simulat* OR train* OR 
learn*”. We did not implement any filter of ‘NOT virtual re-
ality OR surgery’ in our search string to avoid missing rele-
vant studies examining non-surgical elements despite being 
termed as a surgical study.  

Eligibility criteria 
The selection process was done according to three overall cri-
teria regarding research, focus on technology and content. 
According to the criterion of research studies were included 
if they described 1) a goal or research question, 2) an appro-
priate study design, 3) data collection and analysis methods 
and 4) the discussion of results.  Research articles were ex-
cluded if they 1) neither described goal nor research ques-
tion, 2) were review papers and 3) were focused on system 
descriptions without evaluation or other data. Table 1 pro-
vides the inclusion and exclusion criteria for the study. 

Study selection  
All abstracts were read by JG, who assessed whether they met 
the inclusion criteria. In case of doubt, JG discussed the in-
clusion of studies with the other authors. All duplicates were 
removed. 

Data extraction and synthesis 
Study characteristics and information of all articles were ex-
tracted and described by JG. Characteristics were authors, 
study aim, subject of healthcare education, design, 
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participants, outcome measures, results, application/tech-
nologies, training time and display system. Content analysis 
was used to describe the study designs and to inductively 
identify the strengths and weaknesses of AR and MR as de-
scribed by the studies included.  

Table 1. Inclusion and exclusion 

Quality assessment 

The methodological quality of quantitative and mixed meth-
ods studies was evaluated with the Medical Education Re-
search Study Quality Instrument (MERSQI).23 This 10-item 
instrument has been thoroughly assessed and evaluated for 
its correlation with other assessment tools for research qual-
ity.24 MERSQI covers six domains of studies: Study design, 
sampling, type of data, the validity of evaluation instrument, 
data analysis and outcome. All domains assign 0-3 points val-
uing the study to a final score between 0 and 18, the larger 
number indicating better study quality. The score will be pre-
sented as mean, standard deviation (SD) and range in paren-
theses. Each study was scored at the highest possible level. If 
a study reported more than one outcome, the rating for the 
highest outcome score was recorded not differentiating be-
tween primary or secondary outcome.     

The quality assessment of all studies was done by JG. In 
addition, to assess the quality of JG evaluation, a level of ap-
proximately 20% of the studies were randomly selected for 
assessment by co-authors and independently evaluated by at 
least two authors. We computed the intraclass correlation co-
efficient (ICC) to calculate the inter-rater reliability (IRR) be-
tween all authors. 

The methodological quality of qualitative studies was  
evaluated with a 12-item grid for Appraising Qualitative Re-
search Articles in Medical Education that was converted into 
a quality assessment tool (AQRAME) by the authors of this 
review.25 The instrument covers five domains: Introduction, 
methods, results, discussion and conclusion. The domain of 
methods assigns 0-5 points and the conclusion domain only 
assigns 0-1 point, while the three remaining domains assign 
0-2 points. It includes a score range between 0 and 12 points, 
with a larger number indicating better study quality. A score 
of 0.5 was given in case of an unclear answer of neither yes 
nor no. The score will be presented as mean, SD and range in 
parentheses.  

An overall quality assessment tool was developed for rat-
ing all included studies regardless of their methodological de-
sign, assigning a figure of 1 to 7, with the larger number in-
dicating better study quality. This was introduced to 
challenge the relative judgements of the MERSQI and 
AQRAME, acknowledging that different research questions 
inherently require different study designs. The appraisal was 
based on the need to be explicit about the role and assessment 
of the researcher in qualitative research.26 For studies with 
mixed-method designs, we applied the MERSQI tool only, 
rating the quantitative parts of the study. 

Results 
Out of the 315 papers initially identified, four duplicates were 
removed, three articles in Chinese excluded, and one article 
could not be retrieved. No reporting of research was found in 
14 Ted Talks and iTunes podcasts. Three hundred seven 
publications were screened and 281 excluded as they did not 
meet the inclusion criteria. Study subjects related to nasogas-
tric tube insertion, facet joint injection, catheterization or 
needle guidance were interpreted to clinically related to med-
icine as a practice of diagnosis and so these studies were clas-
sified to fulfill the inclusion criteria. One study focusing on 
resection planning was included and categorized as preoper-
ative visualization.27 However, needle insertion itself was in-
terpreted not to produce a desired movement or therapeutic 
effect in part of the body and not classified as a surgical pro-
cedure. This resulted in a total of 26 studies being included 
in the integrative review. The flow chart of publications se-
lected for inclusion in this integrative review is displayed in 
Figure 1.  

Study characteristics 
The studies applied AR and MR primarily by integrating the 
display technologies into knowledge platforms and guidance 
systems for simulator practice. Some studies offered feedback 
in the endeavor of a skill or a field of knowledge, while others 
provided an immersion into scenarios and remote assess-
ment-training for telemedicine. The display technologies 
showed the ability to stimulate the learning process and sup-
port the learner for several competencies: To understand  

Criterion Inclusion criteria Exclusion criteria 

Research 
 

• Goal or research 
question described 

• Study design  
described and  
appropriate 

• Data collection and 
analysis methods 
were described  

• Results were  
described and 
discussed  

• Neither goal nor  
research question  
described  

• Review papers  
• System description  

without data evaluation  

Focus on 
technology 
 

• Combination of real 
and virtual environ-
ments 

• Interactive in real-time 
• Real or perceived reg-

istration in 2D or 3D 

• Used augmented or 
mixed reality in name but 
investigated only  
virtual reality  

Content 
 

• Healthcare education 
• Medical education 

• Education without  
medicine or only surgical 
focus 

• Medicine without  
education or only  
treatment or  
rehabilitation focus 

• Patient education related 
to treatment 

• Dentistry, veterinary 
medicine or other fields 
of education 
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Figure 1. Selection process of studies 

spatial relationships and construct mental 3D models of 
anatomy with the help or without 2D imaging. To acquire 
cognitive-psychomotor abilities, prolong learning retention,  

experience student-centered motivation and obtain flexibil-
ity to learn anytime and anywhere in their own pace and 
style. Furthermore, the studies suggested that AR and MR 
could complement practice in safe simulation environments 
contributing to patient safety and a higher degree of confi-
dence (See Appendix 1 – “Summary of results”).  

Technical specifications 

The majority of studies (n=22) examined an actual applica-
tion of AR.28–49 The rest (n=4) investigated an application 
based on MR.27,50–52 Six applications developed by companies 
were reported in 10 studies.30,31,37,39,40,43,47,48,50,51 The remaining 
studies (n=16) involved self-developed applications primar-
ily developed at universities and hospitals.  

Mobile device-based (tablets and smartphones) applica-
tions were used in nine studies.33,35,37,39,41,42,47-49 Of these two 
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thirds (n=6) involved camera and marker-based recognition, 
and three studies did not report any further on the applica-
tions developed.41,47,48 Eight studies implemented head-
mounted display.27,28,38,40,43-46 Two studies utilized the same 
head-mounted display.40,43 The head-mounted display-inte-
grated applications had marker-based recognition in four of 
the studies.28,40,43,44 One study recognized the hands and ges-
tures of a mentor projecting these into in the trainee’s dis-
play.46 Two studies implemented a foot pedal to interact with 
the application.27,38 For one study this included toggling be-
tween AR and MR-mode.27 Computers were used in 11 stud-
ies.30,31,34,36,38,40,43,46,50–52These delivered the computing power 
for head-mounted display-based applications in four studies. 
38,40,43,46 One computer-based application had marker-based 
recognition.36 Seven studies were sensor-based.30,31,34,46,50–

52Two studies recognized landmarks of the user’s body.30,31 
Four studies recognized a virtual model registered with a 
phantom characterized as MR.27,50–52 Eleven studies reported 
using external cameras and tracking devices. 27,28,31,32,34,36,44,50–

52Two studies used applications based on projectors, one rec-
ognizing markers on a phantom, and one projecting images 
directly onto a phantom without using a tracking device.29,51 

Methodological quality  
In the included 26 studies, nine were solely quantitative, 16 
were mixed research methods and one was qualitative. Based 
on rating comparisons of the approximately 20% (n=5) ran-
domly selected papers, the authors’ agreed to use the ratings 
by JG for MERSQI, AQRAME and the overall score for the 
remaining papers. The average total MERSQI score of the 25 
quantitative and mixed methods studies was mean 12.26, 
SD=2.63 (7-15.5). The ICC between all raters were computed 
to IRR=.50 for the MERSQI overall score, which corresponds 
to a moderate reliability.53 Nearly one-third of all studies 
(n=8) either had no evaluation tool or did not report any va-
lidity of the instrument used.28–35 

The qualitative study involved semi-structured face-to-
face interviews that explored the needs and challenges of ap-
plying AR for healthcare education. The study demonstrated 
a detailed clarity and rigor according to the individual 
AQRAME score of all three authors corresponding to 12 
(JG), 11.5 (CBS), and 12 (PD). As there was only one quali-
tative study, we did not report any IRR for the AQRAME 
overall score.  

The mean average overall quality score of all studies was 
4.08, SD=1.65 (1-7) with an adjusted ICC equaling IRR=.429 
also corresponding to a moderate reliability.53 The scores of 
the individual studies and the study characteristics are re-
ported in Appendix 1.  

Strengths and weaknesses of AR and MR  
Three themes were inductively identified indicating the 
strengths and weaknesses of AR and MR in healthcare edu-
cation beyond surgery.  

Strengths 

Implemented across various subjects for learner types of all levels 
spanning different sectors  

The most frequently studied subjects of healthcare education 
were found within anatomy (n=6) and anesthesia (n=7), the 
ladder represented by four studies focusing on central vein 
catheterization.29,38,44,52 Study participants were divided into 
12 different categories: Pre-medical, medical, nursing, and 
health science students, novices, residents, fellows and estab-
lished clinicians of different specialties, technicians, non-cli-
nicians, non-specified participants and managers. The mean 
number of participants was 77.1, SD=170.6 (1-880) since the 
sample size was set to one in a study that did not report or 
specify the study participants.33 The distribution of studies 
across subjects of healthcare education related to the number 
of participants enrolled is described in Appendix 2. 

The rich diversity of research and outcome focus  

A total of six proof-of-concept, pilot or user studies sought 
to introduce an application or assess initial validity.28,29,33–35,47 
Eight studies focused on evaluating training by an applica-
tion for strengthening the validity of the construct. 
30,37,39,40,42,43,50,51 The remaining studies (n=12) focused on the 
application-based assessment of a specific skill or procedure, 
eventually correlating the performance to other outcomes 
such as cognitive load.27,31,36,38,41,44-46,48,49,51,52 Technical test out-
comes were reported in 17 studies and concerned primarily 
needle insertion in terms of accuracy and precision (n=11). 
27-29,31,33,40,43,44,50-52 The secondly most reported technical test 
outcome concerned procedure time (n=9). 27,29,38,43,44,46,50-52 
Nineteen studies investigated learning experience and user 
acceptance based on especially Likert scales.30-32,34-42,44-49,52 
Other questionnaire-based outcomes were cognitive load, 
stress response, adverse health effects and ergonomics. 
38,39,41,44-46 Knowledge tests were examined in combination 
with questionnaire-based outcomes in six studies.36,37,39,41,42,49 
One study included an observational method to determine 
learning behavior.49 

Growing evidence for improving learning  

In 11 studies AR and MR were claimed to significantly im-
prove the learning process or part-tasks associated in all or in 
the majority of outcome measures.27,29,36,37,39,40,43,48-50,52Four out 
of six studies examining the acquisition of anatomy 
knowledge reported significantly improved learning.36,37,39,49 
Significant positive findings were found in six of 11 studies 
concerning skill training of needle insertion favoring both 
students and established clinicians.27,29,40,43,50,52 Procedure time 
was significantly reduced in three of nine studies.27,29,52 Exam-
ining different questionnaire-based aspects of the learning 
experience and user acceptance four of 19 studies demon-
strated significant positive findings advocating the usability  
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of the display technologies.36,37,39,48 Fifteen studies found no 
significant positive results but all suggested the AR and MR-
based applications may outperform traditional learning  
approaches within the involved subjects of healthcare educa-
tion.28,30-35,38,41,42,44-47,51 Other promising learning factors  
facilitated by the display technologies were related to  
visualization, directing attention, intrinsic benefits of moti-
vation, physical interaction activating kinesthetic schemes, 
patient safety, skill retention, simulation confidence related 
to transferability, mobile learning and using oneself as a 
learning object.39,41,42,45,49,51 

Weaknesses 

Reporting of prototypes, technological limitations and poor ergo-
nomics  

Sixteen studies presented a prototype, typically as prelimi-
nary feasibility studies lacking to report adequately on the ed-
ucational impact of the prototype tested.27-29,32-36,38,41,42,44-46,49,52 
Ten studies were conducted on one of six established appli-
cations.30,31,37,39,40,43,47,48,50,51 The studies of head-mounted dis-
play-based applications (n=8) addressed technological limi-
tations related to limited computing power, occlusion of the 
user’s field of view and poor ergonomics by head-mounted 
displays being tethered to workstations and when wearing 
glasses underneath.27,44,46 

Shortcomings of the study designs for transferability  

Four studies were designed as a single group user study only, 
making strong conclusions difficult.31-33,35 Twenty-two stud-
ies used a group design or comparison, of which the most 
(n=17) compared two groups.27-30,34,36,38-40,42,44,45,47-51Only two 
studies did not compare AR or MR with another media cor-
responding to lectures, books, video, virtual reality, mobile 
devices, conventional training platforms, and telemedical 
full-setup.28,34  Two studies compared the media of mobile de-
vices after having provided AR content to one of the 
groups.41,42 Five studies encompassed three groups.37,41,43,46,52 
Two of the two-group studies used a cross-over design.29,30 
No study involved patients in an authentic context, but two 
studies included patient data.27,32 

Lacking evidence for improving learning  

Eight studies reported descriptive frequencies of self-re-
ported evaluations and measures without any statistical anal-
ysis of significance.28,30–35,47 Seven studies claimed the display 
technologies offered no significant impact for improving 
learning in all or in the majority of outcome measures. 
38,41,42,44-46,51 The two studies that compared AR within the 
same media of mobile devices found no significant difference 
in any of the outcome measures.41,42 Only a single study pre-
sented a significant negative finding of prolonged comple-
tion time of an ultrasound examination in the AR group. 
46Potentially conflicting factors were addressed in terms of 
visual misperception, media or technology enthusiasm-

based motivation, negation of patient discomfort related to 
patient safety, and missing translation of performance from 
simulation to clinical setting.27,41,50,51 

Discussion 
Virtual augmentation and guidance of AR and MR are in-
creasingly used in applications for medical subjects of 
healthcare education these years. The quality of the existing 
studies and applications including the educational benefits of 
the display technologies remain unclear at the moment.  
We reviewed the current research and state of AR and MR-
based applications for healthcare education in medical disci-
plines beyond surgery. Our integrative review identified 26 
original studies examining various applications of both dis-
play technologies. The applications were found to measure 
numerous outcomes related to the learning process, acquisi-
tion of knowledge and skill training while providing feedback 
on patient care-related outcomes such as complication rates, 
insertion time and needle path related to tissue damage. This 
differs greatly from the findings of a systematic review by 
Barsom and colleagues on applications for medical training 
for professionals, in which none were developed to measure 
the prevention of errors for the interest of patient safety.4 

Our work revealed an increased emergence of established 
applications corresponding to 27% (n=6) investigated in 10 
studies against 16 prototypes. A prior review by Zhu and col-
leagues only found one established application for laparo-
scopic colorectal surgery.13 In the same review, the authors 
found the application designs lacking guidance by learning 
theories only resting on traditional learning strategies. We 
observed that the applications of AR and MR still have not 
exploited the integration of learning theories and strategies 
into their design. Still, the increased number of established 
applications is a step towards turning the research base away 
from feasibility studies examining prototypes.  

We conclude that the studies overall were of low-to-me-
dium quality. This is consistent with the low to modest 
strength of evidence level reported in previous systematic re-
views.4,17 The single qualitative study was found to be of high 
quality in terms of clarity and rigor, while the relative judge-
ment of the overall quality was found to be of a low-to-me-
dium quality. The greatest limitation across the pool of stud-
ies noted in nearly one-third of all studies (n=8) was either 
the utter lack or poor reporting of the validity of the evalua-
tion instruments indirectly providing the evidence base for 
the study findings. Additionally, the statistical analyses re-
ported incomplete results or were unclearly interpreted. 
Shortcomings of the reviewed studies further included heter-
ogeneity of research designs, unstandardized outcome 
measures and wide variation in details given. Widespread 
heterogeneity among studies is stated to be one of the greatest 
challenges of quantitatively synthesizing research evidence.54 

At the same time, an outspoken concern argues that media-
comparative studies in learning are virtually useless and not 
valid for comparison.55 From this perspective, the studies 
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failed to determine which media or technologies were best 
for healthcare education but rather informed practice with 
the specific application. These limitations are general for 
much education research but may be especially pronounced 
for research in the nexus of learning and technology.56 Nev-
ertheless, we did not exclude studies based on their quality 
due to our aim of providing an overview of the strengths and 
weaknesses of all relevant research in AR and MR for 
healthcare education beyond surgery during the past half-
decade.   

Limitations and recommendations for future studies 
To our knowledge, this is the first integrative review of AR 
and MR solely focusing on medical subjects of healthcare ed-
ucation. Three articles in Chinese were not included, mean-
ing that we possibly excluded relevant knowledge. Moreover, 
we may have missed relevant research either published or not 
published in technical journals as our main focus was on da-
tabases for healthcare and education. Our finding that all in-
cluded studies suggested or reported significant positive 
findings should be interpreted with caution since publication 
bias cannot be excluded. We tried to minimize the drop-out 
of relevant material by including unpublished work from 
new online sources such as TED Talks and the podcast media 
of iTunes. There was a contentious issue of the designs and 
presentations of these varying too extensively without en-
hancing the quality and usefulness of the review. Our study 
abstained from addressing the educational profile of AV 
compared to AR both being encompassed by MR. This could 
not be done due to a low number of studies measuring AV-
based learning, possibly related to the impaired technologic 
and conceptual understanding of MR across the research 
field and industry. The quality of the included studies was as-
sessed with the MERSQI scale, which revealed inconsisten-
cies across a few domains in the process of rating. This was 
mainly due to missing information in the reviewed studies as 
well as a lack of clarity in the MERSQI guidelines. Though 
moderate reliability was found between all raters in the 
MERSQI and the overall quality assessment tool, one could 
argue that the sample size of the rating corresponding to ap-
proximately 20% (n=5) of the studies either hinders or disal-
lows reliable calculations beyond descriptive analysis. Fi-
nally, the self-developed assessment tool of AQRAME has 
not been validated for quality scoring qualitative research de-
spite relying on a known 12-item grid for quality appraisal. 
This tool was introduced since we were not aware of any val-
idated evaluation instruments for quality assessment of qual-
itative research in healthcare education.  

A variety of applications for subjects of healthcare educa-
tion beyond surgery have been developed, and their benefits 
were supported by this integrative review. We expect that 
more research will be done on the field as more institutions 
will explore and apply applications based on AR and MR in 
the future. Randomized controlled trials should continu-
ously be organized for evaluating clinical performance and 

patient-care related outcomes. Specifically, the actual effects 
on real patients and physician behaviors towards patients in 
a real context are yet to be elucidated. We recommend future 
studies to justify and validate metrics and report the reliabil-
ity of measures for higher-quality evaluations. Established 
guidelines and recommendations for high-quality research 
formulating joint standards could promote the adoption of 
the display technologies and facilitate exchange among re-
searchers, educators and developers with widely different ex-
periences and approaches.57 

Similar to the words of David A. Cook, professor of med-
icine and medical education, we suggest placing more em-
phasis on the ‘How’ and ‘When’ to use AR and MR-based 
learning and to focus less on ‘Whether’.55 Answering these 
questions researchers, educators and developers should share 
and evaluate the instructional design and learning theory-
based methods while looking into effective use of simulation, 
and integration of the display technologies within and be-
tween institutions. Eventually, this could also provide an un-
derstanding of learning concepts revealed from the included 
studies involving intrinsic benefits of motivation, physical 
interaction activating kinesthetic schemes, skill retention, 
transferability of simulation confidence, mobile learning and 
using oneself as a learning object. By defining instructional 
objectives beforehand, the display technologies should be 
used only when it could refine or even replace training pro-
grams and curricula.  

With that being said partially immersive environments 
such as AR and MR may offer unique qualities for specifi-
cally, assessment and training procedural strategies integrat-
ing real patient data and without breaching patient safety. By 
using non-invasive sensors for imaging, the display technol-
ogies could complement the established imaging technolo-
gies of MRI, CT scan and ultrasound for monitoring of tech-
nical performance with an objective-comparative function as 
observed in our review.27,29,50 To tap the full potential of the 
display technologies, the study and application design must 
be based on a throughout investigation of the educational 
context, learner types and learning objectives whether the lat-
ter being cognitive, technical, or non-technical such as meas-
uring situational awareness, communication, or stress cop-
ing.  

Conclusions  
This review reports the current state of AR and MR-based 
applications for healthcare education beyond surgery. Stud-
ies based on both display technologies across various special-
ties and subjects states an increased number of established 
applications moving the research base away from feasibility 
studies on prototypes. All included studies suggested various 
healthcare educational benefits by the display technologies 
which significantly outperformed traditional learning ap-
proaches in 11 studies, specifically regarding the acquisition 
of anatomy knowledge and needle insertion skills. Yet, this 
review identifies multiple shortcomings of the studies. Study 
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quality was low-to-medium especially due to lacking validity 
of the evaluation instruments, heterogeneity of research de-
signs and widely varied reporting. Future studies are thus 
needed for researchers, educators and developers to build an 
evidence base defining suitable research designs and instruc-
tional objectives achievable by AR and MR-based applica-
tions, for these to complement conventional learning, curric-
ula, and conduct a transformation in healthcare education.  
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Appendix 1.  

Study characteristics including quality scores 
 

Study of a  
Quantitative 
Method  

Study Aim  
(Subjects of Healthcare  
Education) 

Design   
(Participants) 

Outcome Measures  Summary of Results  Application/ 
Technologies  
(Training time) 

Display  
System 

MERSQI 
Score  
(18) 

Overall  
Rating 
(7) 

Abhari et al. (2015) Evaluation of an HMD-based 
guidance system compared 
with three planning environ-
ments 
 
(Resection planning of brain 
tumour from images and 
head phantom) 

Single-group posttest  
(Study 1 and 2) 
(10 novices/non-clini-
cians) 
  
Two-group non-ran-
domized comparison 
(Study 3) 
(7 clinicians and  
14 novices/non-clini-
cians) 

Test: 

1) Difference in points of 
entry  
2) Deviation between an-
gles of surgical path  
3) Accuracy 
4) Response time  
5) Index of performance 

AR/MR significantly im-
proved non-clinicians’ per-
formance (p<.01) compared 
to conventional planning en-
vironments  
(Study 1 and 2)  
AR/MR guidance signifi-
cantly reduced the time of the 
task performed by clinicians 
(p<.05)   
(Study 3) 

Self-developed for HMD 
with tracker recognizing 
physical and virtual represen-
tations of a head phantom.  
Connected with a foot pedal 
to interact with the system 
and to toggle between AR 
and MR  
 
(Not reported) 

AR/MR 11.5 4 

Aebersold et al. 
(2018) 

Preliminary evaluation of a 
procedure training applica-
tion 
 
(Simulating nasogastric tube 
(NGT) insertion on phan-
tom)  

Mixed methods study: 
Randomized controlled 
trial (RCT) and survey  
 
(69 nursing students, 
Control=34; AR=35) 

Test: 

1) Self-developed check-
list for performance 
Questionnaire: 
2) Likert scale on LE 

Statistically significant cor-
rect placement of NGT 
through all checklist items in 
the AR group vs. control 
(p<.011).  
Participants’ agreed /strongly 
agreed that AR was better for 
visualization (p<.01) and use-
ful as tool in skill training 
(p<.015)  

Company-developed applica-
tion for mobile devices 
 
(20-25 minutes) 

AR 15.5 5 
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Albrecht, Folta-
Schoofs, Behrends, 
& Von Jan (2013) 

Comparative study of an ap-
plication  
 
(Learning of gunshot 
wounds) 

Mixed methods study: 
RCT (pretest and post-
test) and survey  
 
(10 medical students, 
Control=4; AR=6) 
 

Test (pre- and post-com-
pletion): 

1) Self-developed single 
choice (improvement) 
Questionnaire: 
2) AttrakDiff2 (Likert 
scale) on LE 
3) POMS on Mood 
States (pre- and post-
completion) 
Observation (by non-
participants): 
Directly on learning be-
havior  

The test score was signifi-
cantly improved in AR group 
(p<.03) 
Hedonic quality was signifi-
cantly favored by AR group 
(p<.005).  
Fatigue and numbness signif-
icantly decreased, and vigor 
rose in the AR group.  
Observations showed interac-
tive discussion in AR group 
vs. individual approach in 
control group 

Self-developed application 
for mobile devices recogniz-
ing markers overlaying im-
ages onto user’s body   
 
(30 minutes) 

AR 14.5 4 

Bifulco et al. (2014) Investigation of the feasibility 
of an HMD-based applica-
tion  
 
(Recording an electrocardio-
gram (ECG) on phantom and 
healthy patient)  

Two-group non-ran-
domized comparison  
 
(20 non-clinicians, man-
ikin=10; patient=10) 

Test: 

1) Accuracy (average er-
rors in mm)  
2) Displacement errors 
(max error) 

Average positioning errors of 
precordial electrodes were 
better on phantom vs. 
healthy patient. Max errors 
for the V6-lead <16 mm in 
both tests did not exceed 
clinical threshold of 25 mm 

Self-developed for HMD 
with webcam recognizing 
markers attached to ECG de-
vice and phantom-patient  
 
(Few minutes) 

AR 10.5 3 

Ferrer-Torregrosa, 
Torralba, Jimenez, 
García, & Barcia 
(2015) 

Comparison of an applica-
tion  
 
(Learning anatomy of the 
lower limb) 
 
 

Mixed methods study: 
RCT and survey 
 
(211 students of anat-
omy, Control=134; 
AR=77) 

Test: 

1) Self-developed multi-
ple choice 
Questionnaire: 
2) Self-developed on LE 
(metacognitive percep-
tion)  

The AR group achieved sig-
nificant better test result 
(p=.0001), and significantly 
surpassed the control group 
in terms of metacognitive 
perception (p<.05) 

Self-developed for computer 
with webcam recognizing 
markers in printed book 
 
(Not reported) 

AR 15.5 4 

Ferrer-Torregrosa et 
al. (2016) 

Comparison of a didactic aid 
based on AR with images and 
video  
 
(Learning anatomy of the 
foot muscles) 

Mixed methods study: 
Three-group RCT and 
survey 
 
(171 students of anat-
omy, images/ Control= 
60; Video=51; AR=60) 

Test: 

1) Self-developed  
Questionnaire: 
2) Self-developed on LE 
(metacognitive percep-
tion)  
3) Follow-up interview 
on learning success 

Significant higher test score 
was obtained with aid of AR 
compared with video and 
notes (p<.000). 
The metacognitive percep-
tion was significantly favored 
by the AR group (p<.05), also 
sharing higher expectations 
for AR-based learning suc-
cess.  

Company-developed for mo-
bile devices recognizing 
markers in printed book 
 
(14 days) 

AR 13.5 4 
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Huang et al. (2018) Investigation of the feasibility 
of an HMD-based applica-
tion   
 
(Simulating US-guided CVC 
on phantom) 

Mixed methods study: 
Prospective RCT and 
survey 
 
(32 novice operators, 
Control=16; AR=16) 

Test: 

1) Cannulation time  
2) Procedure time  
3) Adherence level 
Questionnaire: 
4) Expert-developed on 
LE (usability and ergo-
nomics) 

No significant difference in 
cannulation time (p=.09) or 
procedure time (p=.29) for 
the AR group vs. Control. 
Adherence level were signifi-
cantly favored by the AR 
group (p=.003). 
The majority >80% accepted 
the device in terms of ergo-
nomics.  

Self-developed for HMD ren-
dering an instructional slide 
show connected to a com-
puter and a foot pedal to nav-
igate between the content 
 
(5-10 minutes) 

AR 13.5 5 

Jeon, Choi, & Kim 
(2014) 

Investigation of a novel visu-
alization device  
 
(Simulating US-guided CVC 
on phantom) 

Prospective cross-over 
trial 
 
(20 physicians, 
Control/AR=20)  

Test: 

1) Time 
2) No. needle redirec-
tions  
 

Median of procedure time 
was clinically significant re-
duced by 50% in AR group 
vs. Control (p<.001). The 
number of needle-redirec-
tions significantly decreased 
in the AR group (p<.001) 

Self-developed for micro pro-
jector attached to an ultra-
sound probe projecting im-
ages directly onto phantom 
 
(10 minutes) 

AR 11.5 2 

Keri et al. (2015) Evaluation of a needle guid-
ance system 
 
(Simulating lumbar puncture 
on phantom with abnormal 
spine) 

RCT 
 
(24 residents, Con-
trol=12; MR=12) 

Test 
(without assistive MR): 

1) Needle path  
2) Tissue damage 
3) Procedure time 
4) Needle insertion time 
5) Success rate 

Residents trained with MR 
visualization had better per-
formance metrics: The MR 
group outperformed the con-
trol group significantly for 
needle path (p=.02), tissue 
damage (p=.01) and needle 
insertion time (p=.05) but 
not procedure time (p=.06) 
or success rate (p=.99) 

Company-developed for 
computer, ultrasound ma-
chine, and tracker sensor-
recognizing a virtual model 
of a vertebral column regis-
tered to a physical phantom  
 
(20 minutes) 

MR 12.5 5 

Kugelmann et al. 
(2018) 

Evaluation of the feasibility 
of a tutorial  
 
(Learning of human gross 
anatomy) 

Prospective large-scale 
cross-over survey  
 
(880 medical students, 
Control/AR=880 
/748 in survey) 

Questionnaire: 

1) Likert scale on LE 
2) Advantages and dis-
advantages 
3) 4-item rating of the 
tutorial 

The students agreed that the 
system increased the motiva-
tion 59% and greatly im-
proved 3D understanding 
93.4% (strongly agreed).  
AR was found advantageous 
to traditional books and rated 
‘good’ by 81.9% 

Company-developed for a 
computer connected to two 
cameras recognizing sensor-
landmarks and overlaying 
images onto user’s body 
 
(Before/during the tutorial) 

AR 7 2 
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Küçük, Kapakin, & 
Göktaş (2016) 

Determination of learning ef-
fect via mobile AR  
 
(Learning of neuroanatomi-
cal pathways) 

Mixed methods study: 
RCT and survey 
 
(70 medical students, 
Control=36; AR=34) 

Test: 

1) Self-developed multi-
ple choice  
2) Self-translated Cogni-
tive Load (Likert) Scale  
Questionnaire: 
3) Interview on LE 

Achievement was signifi-
cantly higher (p<.05) and 
cognitive load significantly 
lower reported in AR group 
(p<.05). 
Of students in AR group 79% 
responded that mobile AR fa-
cilitated learning the subject  

Company-developed  
for mobile devices recogniz-
ing markers in printed book 
 
(5 hour-course) 

AR 14.5 5 

Leitritz et al. (2014) Evaluation of the usability of 
an HMD-based application 
for examination 
 
(Training ophthalmoscopy 
on head phantom and test 
person) 

Mixed methods study: 
RCT and survey  
 
(37 medical students, 
Control=18; AR=19) 

Test: 

1) Accuracy (No. of 
sketched vessels)  
2) Self-developed (OTS) 
score  
Questionnaire: 
3) Likert scale on LE 
(self-evaluation)  

Significantly higher accuracy 
(p<.0083) and OTS vs. Con-
trol (p<.0033), but self-evalu-
ation was not significantly 
different between the two 
groups  

Company-developed for 
HMD connected to com-
puter recognizing a model 
lens and a head phantom  
 
(15 minutes) 

AR 14.5 4 

Ma et al. (2016) Investigation of precision of a 
personalized system  
 
(Learning of human gross 
anatomy) 

Two single-group post-
tests and survey 
(Study 1)  
(2 surgeons and 5 medi-
cal students) 
(Study 2) 
(72 medical students) 

Test (quantified by 
participants): 

1) Accuracy  
(Study 1) 
Questionnaire: 
2) Likert scale on usabil-
ity 
3) Likert scale on LE 
(Study 2) 

Accuracy was demonstrated, 
and study participants fa-
vored the usability.  
The learning potential of AR 
was accepted by  
86.1%, and found valuable as 
a display system of anatomy 
91.7% 

Company-developed for 
computer connected to two 
cameras  
recognizing sensor-land-
marks and overlaying images 
onto user’s body 
 
(15 minutes) 

AR 7.5 2 

Mewes et al. (2019) Provision and evaluation of a 
needle guidance system  
 
(Simulating MR-guided nee-
dle insertion into calibration 
phantom) 

Single-group posttest 
and survey 
 
(4 radiologists and 4 
technicians) 

Test: 

1) Entry point error  
2) Target point error  
3) Insertion time 
Questionnaire: 
Expert-interview on LE 
(usability) 

The targets were reached, and 
the answers of the users were 
predominantly positive sup-
porting the suitability of the 
system 

Self-developed for projector 
coupled to two cameras in-
side a wide-bore MRI scan-
ner recognizing markers on 
phantom 
 
(Until users felt confident) 

AR 10.5 3 

Moro, Štromberga, 
Raikos, & Stirling 
(2017) 

Comparison of an AR mod-
ule with two learning modes 
(virtual reality (VR) and tab-
let)  
 

Mixed methods study: 
Three-group RCT and 
survey 
 

Test: 

1) Self-developed multi-
ple choice   
Questionnaire: 

No significant difference in 
test scores between the three 
learning modes (p<.874). 
Adverse effects as dizziness 
were significantly 

Self-developed for mobile de-
vices  
 
(10 minutes) 

AR 13.5 5 
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(Learning of skull anatomy) (59 health science stu-
dents, tablet/Control=22; 
VR=20; AR=17) 

2) Scale on adverse 
health effects  
3) Likert scale on LE 

experienced in the VR group 
vs. AR and tablet group 
(p<.001).  
Perception of AR was high 
but not significant  

Moult et al. (2013) Evaluation of a needle guid-
ance system 
 
(Simulating diagnostic US-
guided facet joint injections 
on phantom) 

RCT 
 
(26 pre-medical under-
graduate students, Con-
trol=13; MR=13) 

Test (without assistive 
technology): 

1) Success rate 
2)Total time  
3) Time inside 
4) Total path 
5) Path inside 
 
 

Significantly higher mean 
success rate of 61.5% in MR 
group vs. Control 38.5% 
(p=.031). No significant dif-
ference was found in any of 
the needle metrics of proce-
dure times or path lengths 

Company-developed for 
computer, ultrasound ma-
chine, and tracker sensor-
recognizing a virtual model 
of a vertebral column regis-
tered to a physical phantom.  
 
(10 minutes) 

MR 13.5 4 

Noll, Von Jan, Raap, 
Albrecht, & Al-
brecht (2017) 

Comparison of an AR appli-
cation with mobile blended 
learning environment 
 
(Diagnosing various skin dis-
eases) 
 

Mixed methods study: 
RCT (pretest, posttest, 
follow-up) and survey  
 
(44 medical students, 
mobile phone/Con-
trol=22; AR=22) 
 

Test (pre-, post- and fol-
low-up-completion): 

1) Self-developed single 
choice (improvement) 
2) Retention (average 
decrease of correct an-
swers) 
Questionnaire: 
3) AttrakDiff2 on LE 
4) POMS on Mood 
States (pre- and post-
completion) 

No significant difference in 
test score or retention of 
knowledge.  
No significant variations 
were found regarding experi-
ence and emotions between 
the groups of AR and mobile 
blended learning 

Self-developed application 
for mobile devices recogniz-
ing markers overlaying im-
ages onto user’s body   
 
(45 minutes) 

AR 14.5 6 

Rai, Rai, Mavrikakis, 
& Lam (2017) 

Validation and assessment of 
the efficacy of an HMD-
based application  
 
(Training ophthalmoscopy 
on head phantom) 

Prospective three-group 
RCT 
 
(28 novice residents and 
3 fellows (experts), Con-
trol=15; AR=13; No 
training=3 (experts)) 

Test: 

1) Total time  
2) Total score 
3) Performance (task 
scores/time) 
 

Time required was not signif-
icantly different (p=.11), but 
the AR group significantly 
demonstrated superiority in 
total score (p=.02) and per-
formance (p=.006). Fellows 
outperformed novice resi-
dents despite no prior experi-
ence with simulator 

Company-developed for 
HMD connected to com-
puter recognizing a model 
lens and a head phantom 
 
(About 2 hours) 

AR 14.5 5 
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Robinson et al. 
(2014) 

Evaluation of a new MR part-
task trainer 
 
(Simulating subclavian ve-
nous access (SCVA/CVC) 
without US-guidance on 
phantom) 
 

Mixed methods study: 
Three-group non-ran-
domized comparison 
and survey  
 
(65 physicians of differ-
ent training categories, 
novices=25; intermedi-
ates=24; experts=16)  

Test (pre- and post-in-
tervention without  
assistive technology): 

1)  SCVA score 
2)  Time  
3) No. attempts 
4) No. skin punctures 
5) Success rate 
6) Complication rates 
(pneumothorax and sub-
clavian puncture) 
Questionnaire: 
5) Likert scale on LE (us-
ability)  
6) Likert scale on perfor-
mance confidence (pre- 
and post-intervention) 

All participants significantly 
improved SCVA score 
(p<.0001) and time 
(p<.0001). The participants 
significantly reduced no. at-
tempts (p<.0001), no. skin 
punctures (p=.0007), but no 
significant difference was 
found though success rate 
was increased (p=.08). Both 
complication rates fell with 
MR.   
The majority 95.4% strongly 
agreed the usability for future 
CVC. 
Confidence significantly rose 
(p<.0001)  

Self-developed for computer 
with tracker sensor-recogniz-
ing a virtual model of the 
phantom registered within a 
3D-printed phantom built-
up of head and thorax CT 
scan 
 
(Until users felt confident) 

MR 13.5 7 

Rochlen, Levine, & 
Tait (2017) 

Evaluation of usability of an 
HMD-based needle guidance 
system 
 
(Simulating CVC without 
US-guidance on phantom) 

Mixed methods study: 
Two-group non-ran-
domized comparison 
and survey  
 
(40 medical students 
/participants,  
No prior CVC train-
ing=13; prior CVC train-
ing=27) 

Test: 

1) Correct identification  
2) Correct needle inser-
tion (accuracy) 
3) Time 
Questionnaire: 
4) Likert scale on LE 
5) Open-ended evalua-
tion (ergonomics) 

No significant difference in 
identification, needle inser-
tion, and time expense be-
tween experienced and non-
experienced. 
Participants favored AR in 
visualizing anatomy 92.5% 
and for incorporation into 
training 82.1%. 
Evaluation addressed issues 
of poor ergonomics <44.4% 

Self-developed for HMD 
with external camera recog-
nizing markers on needle and 
phantom  
 
(Until users felt confident) 

AR 14 3 

Siebert et al. (2017) Comparative investigation of 
adherence to a guideline 
adapted for HMD  
 
(Simulating pediatric cardio-
pulmonary resuscitation on 
phantom) 

Mixed methods study: 
Prospective RCT and 
survey 
 
(20 residents, pocket ref-
erence cards/Con-
trol=10; AR=10) 

Test (deviation from 
guidelines): 

1) Time to first defibril-
lation/DF  
2) Time to first compres-
sion  
3) Drug and shock doses  
4) No. of shocks 
Questionnaire: 
5) Likert scale on LE 
(stress perception) 

Adherence by time to first 
DF and compressions were 
not improved, but errors 
were significantly reduced in 
administering shock doses vs. 
Control (p<.001).  
No significant difference in 
stress response (p=.38)  

Self-developed for HMD ren-
dering guideline cards in the 
glasses with touchpad to nav-
igate between the content 
 
(15 minutes) 

AR 13.5 6 
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Solbiati et al. (2018) Preliminary assessment of a 
needle guidance system  
 
(Simulation CT scan-guided 
needle insertion into phan-
tom, porcine, and cadaver) 

Single group posttest 
(proof-of-concept study)  
 
(Study participants not 
specified)  

Test: 

1) Computed accuracy 
(mm) 

An acknowledged targeting 
accuracy was achieved in all 
cases but in the breathing 
porcine model  

Self-developed for mobile de-
vices recognizing markers on 
tool and phantom-porcine-
cadaver.  
 
(Not reported) 

AR 8.5 2 

Sutherland, 
Hashtrudi-Zaad, 
Sellens, 
Abolmaesumi, & 
Mousavi (2013) 

Demonstration of the poten-
tial and functionality of an 
application  
 
(Simulating US-guided spinal 
needle insertion on phan-
tom) 

Two-group non-ran-
domized comparative 
survey 
 
(10 participants, resi-
dents=4; students and 
technicians=6) 

Test: 

1) Force (traversing of 
tissue) 
Questionnaire: 
1) Likert scale on LE 
(functionality) 

Peak values of the forces and 
the pattern of the profile cor-
responded to related work.  
The system was positively re-
viewed on the system regard-
ing functionality, visual feed-
back, and haptic feedback  

Self-developed for computer 
coupled to a haptic device 
with stylus and camera rec-
ognizing sensors attached to 
a dummy ultrasound probe 
and a phantom.  
 
(5-10 minutes) 

AR 9.5 2 

L. L. Wang, Wu, 
Bilici, & Tenney-
Soeiro (2016) 

Implementation and demon-
stration of a prototype 
 
(Test preparation for neuro-
logic clinical shelf exam)   

Single-group survey 
 
(24 medical students) 

Questionnaire: 

1) Query of LE (utility) 

Upon demonstration 100% of 
participants agreed that AR 
improved the learning capac-
ity for the textbook  

Self-developed for mobile de-
vices recognizing markers in 
printed book  
 
(Demonstration) 

AR 7 1 

Wang et al. (2017) Evaluation of feasibility and 
user experience of an HMD-
based telemedicine mentor-
ing platform  
 
(Training US examination 
for trauma on healthy patient 
under guidance of mentor) 

Three-group non-ran-
domized comparison 
and survey 
 
(24 medical students and 
1 mentor,  
Full telemedicine 
setup/Control=12; 
AR=12; mentor=1) 

Test: 

1) Expert-Global Rating 
Scale for performance  
2) Completion time 
Questionnaire: 
3) Likert scale on LE 
(utility) 
4) Cognitive load 

Performance of the AR group 
was not significantly im-
proved (p=.534), but the AR 
group had a significant pro-
longed completion time 
(p=.008).  
The AR group showed no 
significant difference though 
they favored the utility of AR 
(p=.065) and reported a 
lower cognitive load (p=.28) 

Self-developed for HMD 
with an ultrasound probe 
connected to computer and 
live-streamed to mentor con-
nected to a sensor-controller 
projecting mentor’s hands 
and gestures back into the 
AR space of the trainees 
 
(No prior training) 

AR 12 7 
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Zhu, Fors, & Smed-
berg (2018) 

Exploration of needs and 
challenges in applying AR in 
continuing professional de-
velopment (CPD) 
 
(Training of general practi-
tioners within primary care 
in China) 

Qualitative semi-struc-
tured face-to-face inter-
views  
 
(13 physicians and 2 
managers) 

Questionnaire: 

1) Interview on attitudes 
toward usage  
2) Query of suitability 
for subjects in future  
 

The participants reacted pos-
itively to usage of AR in 
CPD, especially concerning 
visualization and skill train-
ing. 
The design should improve 
competencies, understand 
learning needs, and stimulate 
positive attitudes toward 
technology 

Company-developed applica-
tion for mobile devices 
 
(Demonstration) 

AR 12 
(AQRA
ME) 
(12) 

6 

KEY: HMD, head-mounted display; AR, augmented reality; MR, mixed reality; LE, learning experience; CVC, central venous catheterization; US, ultrasound
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Appendix 2.  

Distribution of studies across medical specialty or health science, number of studies, and participants enrolled according to  

number of studies 

 
Medical Specialty or 

Health Science  
Subjects of Healthcare Education No. Studies 

No. Participants 

(according to number of studies) 

Anatomy  

(6 studies) 

Foot Muscles 

Lower Limb 

Skull  

Human Gross Anatomy  

Neuroanatomical Pathways 

1 

1 

1 

2 

1 

171 

211 

59 

880+72 

70 

Anesthesia  

(7 studies) 

Central Vein Catheterization  

Lumbar Puncture 

Spinal Needle Insertion  

Ultrasound Examination for Trauma (Telemedicine) 

4 

1 

1 

1 

32+20+65+40 

24 

10 

24 

Cardiology  Electrocardiogram Recording 1 20 

Dermatology Skin Diseases 1 44 

Family Medicine Continuing Professional Development* 1 15 

Forensic Medicine Gunshot Wounds 1 10 

Gastroenterology Nasogastric Tube Insertion (Nursing) 1 69 

Neurology Shelf Exam Preparation 1 24 

Ophthalmology  

(2 studies) 

Binocular Indirect Ophtalmoscopy 2 37+31 

Orthopedics Facet Joint Injections 1 26 

Pediatrics Cardiopulmonary Resuscitation 1 20 

Radiology  

(3 studies) 

Resection Planning (Neurosurgery) 

Needle Insertion (MRI) 

Needle Insertion (CT scan) 

1 

1 

1 

21 

8 

Not Specified 

*A theoretical application was devised from an anatomy aplication.47 
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